
CS	3410:	Distributed	Systems
Spring	2025 Topics Papers	(due	Wednesday)
Jan	6–10 Go,	RPC
Jan	13–17 Go	examples GFS,	Bigtable
Jan	20–24	(MLK	Day) more	Go,	CAP,	replicated	state	machines
Jan	27–31 TCP,	sockets,	clusters Paxos,	Chubby
Feb	3–7 coherent	caching,	CAP
Feb	10–14 transactions,	2-phase	commit Spanner,	Calvin
Feb	17–21	(President’s	Day) time,	clocks,	snapshots
Feb	24–28 peer	to	peer Chord,	Dynamo
Mar	3–7 concurrency,	actors
Mar	10–14	(Spring	Break) — —
Mar	17–21 databases
Mar	24–28 big	data MapReduce,	RDDs	(Spark)
Mar	31–Apr	4 SOA,	microservices
Apr	7–11 eventual	consistency S3	Node
Apr	14–18
Apr	21–25	(Thursday	last	day) —

Changes	to	the	schedule	will	be	announced	in	class.

Resources
Syllabus
Examples	from	class
Effective	Go
Recommended	book:	The	Go	Programming	Language
Go	package	docs
Screencast	on	setting	up	Go	and	vim-go
TCP	videos

TCP	service	model	(16:27)
The	end-to-end	principle	(10:33)
Sliding	window	(19:25)
Retransmission	strategies	(9:45)

RPC	demo	app	in	Go	using	Go	RPC
1.	 introduction	(8:22)
2.	 server	RPC	(3:01)
3.	 client	RPC	(4:50)
4.	 command-line	flags	(13:58)
5.	 call	function	(6:58)
6.	 client	shell	(14:35)
7.	 actor	(15:23)

Paxos	assignment	slides
RPC	chat	assignment

Papers
The	Google	File	System
Bigtable:	A	Distributed	Storage	System	for	Structured	Data
Paxos

Skim	the	original	Paxos	paper:	The	Part-Time	Parliament
Read	the	simplified	version	in	detail:	Paxos	Made	Simple
We	will	use	this	bare-bones	protocol	description	for	our	assignment:	Paxos	in	25	lines
See	how	Paxos	is	implemented	in	modern	systems:	Paxos	vs	Raft:	Have	we	reached	consensus	on
distributed	consensus?

The	Chubby	lock	service	for	loosely-coupled	distributed	systems
Spanner:	Google’s	Globally-Distributed	Database

https://www.cs.utahtech.edu/cs/3410/week1.pdf
https://www.cs.utahtech.edu/cs/3410/week2.pdf
https://www.cs.utahtech.edu/cs/3410/syllabus.php
https://www.cs.utahtech.edu/cs/3410/spring2024.php
https://go.dev/doc/effective_go
https://www.google.com/search?q=978-0134190440
https://pkg.go.dev/std
https://youtu.be/MtqAW2qFwPc
https://www.youtube.com/watch?v=l3AhPe4WK0E&list=PLvFG2xYBrYAQCyz4Wx3NPoYJOFjvU7g2Z
https://www.youtube.com/watch?v=mZcthYLpF9Q&list=PLvFG2xYBrYAQCyz4Wx3NPoYJOFjvU7g2Z
https://www.youtube.com/watch?v=Atg0HxQdafo&list=PLvFG2xYBrYAQCyz4Wx3NPoYJOFjvU7g2Z
https://www.youtube.com/watch?v=KMbWM4yfSzs&list=PLvFG2xYBrYAQCyz4Wx3NPoYJOFjvU7g2Z
https://youtu.be/0yztB0h_M6o
https://youtu.be/HBzzfXknpAA
https://youtu.be/dnNIXyO7ab4
https://youtu.be/dzlg0RcH4n8
https://youtu.be/uH3aTnNa5yw
https://youtu.be/Vq2M6UR05Lw
https://youtu.be/vK8CZDyapN0
https://www.cs.utahtech.edu/cs/3410/asst_synod.pdf
https://www.cs.utahtech.edu/cs/3410/asst_rpcchat.html
https://www.cs.utahtech.edu/cs/3410/papers/google-file-system.pdf
https://www.cs.utahtech.edu/cs/3410/papers/bigtable-a-distributed-storage-system-for-structured-data.pdf
https://lamport.azurewebsites.net/pubs/lamport-paxos.pdf
https://www.cs.utahtech.edu/cs/3410/papers/paxos-made-simple.pdf
https://www.cs.utahtech.edu/cs/3410/25lines.txt
https://www.cs.utahtech.edu/cs/3410/papers/paxos-vs-raft-have-we-reached-consensus-on-distributed-consensus.pdf
https://www.cs.utahtech.edu/cs/3410/papers/the-chubby-lock-service-for-loosely-coupled-distributed-systems.pdf
https://www.cs.utahtech.edu/cs/3410/papers/spanner-googles-globally-distributed-database.pdf


Calvin:	Fast	Distributed	Transactions	for	Partitioned	Database	Systems
Recommended:	skim	this	paper	first:	The	Case	for	Determinism	in	Database	Systems

Chord:	A	Scalable	Peer-to-peer	Lookup	Service	for	Internet	Applications
Dynamo:	Amazon’s	Highly-available	Key-value	Store
MapReduce:	Simplified	Data	Processing	on	Large	Clusters
Resilient	Distributed	Datasets:	A	Fault-Tolerant	Abstration	for	In-Memory	Cluster	Computing
Using	Lightweight	Formal	Methods	to	Validate	a	Key-Value	Storage	Node	in	Amazon	S3

Optional	reading
Managing	Update	Conflicts	in	Bayou,	a	Weakly	Connected	Replicated	Storage	System
Practical	Byzantine	Fault	Tolerance
Impossibility	of	Distributed	Consensus	with	One	Faulty	Process
The	Byzantine	Generals	Problem
Session	Guarantees	for	Weakly	Consistent	Replicated	Data
CAP	Twelve	Years	Later:	How	the	“Rules”	Have	Changed
Distributed	Snapshots:	Determining	Global	States	of	Distributed	Systems
Life	beyond	Distributed	Transactions:	an	Apostate’s	Opinion
Scale	and	Performance	in	a	Distributed	File	System	(AFS)
Petal:	Distributed	Virtual	Disks	(Ethan)
On	Designing	and	Deploying	Internet-Scale	Services
Dapper,	a	Large-Scale	Distributed	Systems	Tracing	Infrastructure
PNUTS:	Yahoo!’s	hosted	data	serving	platform	(Lily,	Linda)
Mesa:	Geo-Replicated,	Near	Real-Time,	Scalable	Data	Warehousing
High-Availability	at	Massive	Scale:	Building	Google’s	Data	Infrastructure	for	Ads
Twitter	Heron:	Stream	Processing	at	Scale
Large-scale	Incremental	Processing	Using	Distributed	Transactions	and	Notifications	(Dason,	Joe,	Luke)
F1:	A	Distributed	SQL	Database	That	Scales	(Christian,	Carter)
Paxos	Made	Live—An	Engineering	Perspective
Flexible	Paxos:	Quorum	intersection	revisited
Large-scale	cluster	management	at	Google	with	Borg	(Trenonn,	Braden,	Sasha)
Time,	Clocks,	and	the	Ordering	of	Events	in	a	Distributed	System
Exploiting	virtual	synchrony	in	distributed	systems
Conflict-free	Replicated	Data	Types
Foundational	distributed	systems	papers
Hall	of	fame	awards.	These	are	systems	papers	that	have	been	recognized	as	especially	important,	though
note	that	only	some	of	them	are	distributed	systems	papers.

https://www.cs.utahtech.edu/cs/3410/papers/calvin-fast-distributed-transactions-for-partitioned-database-systems.pdf
https://www.cs.utahtech.edu/cs/3410/papers/the-case-for-determinism-in-database-systems.pdf
https://www.cs.utahtech.edu/cs/3410/papers/chord-a-scalable-peer-to-peer-lookup-protocol-for-internet-applications.pdf
https://www.cs.utahtech.edu/cs/3410/papers/dynamo-amazons-highly-available-key-value-store.pdf
https://www.cs.utahtech.edu/cs/3410/papers/mapreduce-simplified-data-processing-on-large-clusters.pdf
https://www.cs.utahtech.edu/cs/3410/papers/resilient-distributed-datasets-a-fault-tolerant-abstraction-for-in-memory-cluster-computing.pdf
https://www.amazon.science/publications/using-lightweight-formal-methods-to-validate-a-key-value-storage-node-in-amazon-s3
https://people.eecs.berkeley.edu/~brewer/cs262b/update-conflicts.pdf
http://pmg.csail.mit.edu/papers/osdi99.pdf
https://groups.csail.mit.edu/tds/papers/Lynch/jacm85.pdf
http://research.microsoft.com/users/lamport/pubs/byz.pdf
http://www.cs.utexas.edu/~dahlin/Classes/GradOS/papers/SessionGuaranteesPDIS.pdf
http://www.infoq.com/articles/cap-twelve-years-later-how-the-rules-have-changed
https://www.microsoft.com/en-us/research/publication/distributed-snapshots-determining-global-states-distributed-system/?from=http%3A%2F%2Fresearch.microsoft.com%2Fen-us%2Fum%2Fpeople%2Flamport%2Fpubs%2Fchandy.pdf
http://www.ics.uci.edu/~cs223/papers/cidr07p15.pdf
http://inst.cs.berkeley.edu/~cs262/sp02/Papers/afs.pdf
https://thekkath.sharepoint.com/Documents/petal.pdf
http://mvdirona.com/jrh/talksAndPapers/JamesRH_Lisa.pdf
http://static.googleusercontent.com/media/research.google.com/en//pubs/archive/36356.pdf
http://dl.acm.org/citation.cfm?id=1454167
http://research.google.com/pubs/pub42851.html
https://static.googleusercontent.com/media/research.google.com/en//pubs/archive/44686.pdf
http://dl.acm.org/citation.cfm?id=2742788
http://research.google.com/pubs/pub36726.html
https://research.google.com/pubs/pub41344.html
https://dl.acm.org/doi/10.1145/1281100.1281103
https://fpaxos.github.io/
http://research.google.com/pubs/pub43438.html
http://research.microsoft.com/en-us/um/people/lamport/pubs/time-clocks.pdf
https://dl.acm.org/doi/pdf/10.1145/37499.37515
https://arxiv.org/pdf/1805.06358.pdf
http://muratbuffalo.blogspot.com/2021/02/foundational-distributed-systems-papers.html
https://www.sigops.org/awards/hof/

